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Abstract  

Machine-learning (ML) technologies are increasingly being adopted by courts and 
administrative bodies to improve the speed, consistency, and predictability of 
adjudication. Proponents claim these predictive-justice systems can advance fairness 
by reducing human bias, while critics warn they may entrench discrimination through 
opaque and immutable algorithmic classifications. This article examines whether  
predictive justice can genuinely harmonize fairness and efficiency within 
constitutional and human-rights frameworks. Drawing on doctrinal analysis,  
empirical research, and comparative perspectives from the United States and the 
European Union, it argues that algorithmic immutability—the persistence of ML-
generated classifications—creates new categories of disadvantage beyond the reach of 
existing law. The study concludes with policy and doctrinal reforms emphasizing  
accountability, transparency, and contestability to ensure that machine learning 
enhances, rather than erodes, the legitimacy of legal adjudication. 
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1. Introduction 

Across the world, judicial systems confront mounting caseloads, limited resources, 

and demands for consistency. In this context, ML-based predictive-justice tools 
promise efficiency and rationalization. Yet their deployment raises foundational 
questions: can statistical reasoning satisfy constitutional ideals of fairness and due 

process? Does reliance on algorithms displace the human capacity for moral judgment? 
Predictive justice thus stands at the intersection of two imperatives—efficiency and 

fairness—that the law must reconcile. 

2. Literature Review 

The literature on predictive justice, algorithmic discrimination, and AI governance 
spans computer science, jurisprudence, sociology, and ethics. Across these disciplines, 
a shared concern emerges: the introduction of machine learning into legal 

adjudication reconfigures the epistemic foundations of law itself. The following 
review surveys the principal streams of scholarship that illuminate this transformation.  

2.1 Predictive Justice and AI in Courts 

The emergence of predictive analytics in judicial systems reflects a gradual 

convergence between computational modelling and adjudicative reasoning. Re and 
Solow-Niederman [1] provided one of the earliest systematic explorations of what 

they termed “artificially intelligent justice.” Their work showed how data-driven 
models could be used to anticipate sentencing outcomes, case durations, and appeal 
probabilities. Yet they cautioned that judicial legitimacy depends on transparency and 

deliberation—qualities not easily replicated by algorithmic reasoning. 

Institutional commentaries have echoed these concerns. The NCSC [2] underscored 
that judges have a professional duty of technological competence, comparable to the 

duty of legal competence, and that failure to understand AI tools may compromise 
impartiality. The Council on Criminal Justice [3] noted that predictive-risk 
instruments can streamline bail and parole assessments, but often reproduce historical 

inequities embedded in criminal-justice data. Similarly, the OECD [4] described AI-
enabled courts as capable of accelerating case management while simultaneously 

creating new accountability gaps. 

Together, these studies suggest that predictive justice cannot be evaluated merely in 
technical terms. It must be examined as a constitutional and ethical phenomenon, 
where efficiency gains are meaningful only if they preserve procedural fairness and 

public trust. 

2.2 Algorithmic Bias and Discrimination 

Algorithmic bias remains the most persistent challenge in legal AI. Wang [5] 
identified three main sources—pre-existing, emergent, and structural bias—showing 

that discrimination can originate not only in data selection but also in model 
architecture and institutional deployment. Wachter’s Theory of Artificial Immutability  



 

[6] deepened this analysis by arguing that AI systems produce data-derived clusters 
that become de facto immutable. These algorithmic groupings may dictate outcomes 

across contexts, from credit to sentencing, thereby eroding individual autonomy. 

Zehlike et al. [7] developed mathematical formulations to balance group and 
individual fairness, while Giannopoulos et al. [8] revealed the difficulty of aligning 

these quantitative metrics with normative legal equality. Pasquale [9] expanded the 
discussion from mathematics to power, demonstrating that opacity redistributes 
authority from courts and citizens to developers and vendors. Bent [10] examined 

whether corrective algorithms—sometimes labelled “algorithmic affirmative 
action”—could survive constitutional scrutiny, concluding that current equal-

protection doctrine remains ill-equipped to evaluate them. Schmidt and Stephens [11] 
proposed technical countermeasures such as bias-auditing protocols and model 
explainability frameworks, though they recognized that such measures address 

symptoms more than causes. 

Across this body of work, a consensus forms: algorithmic discrimination is not 
accidental malfunction but a predictable by-product of data-driven governance. Its 

mitigation demands not only technical innovation but also new legal definitions of 
fairness. 

2.3 Regulation and Governance 

Regulatory discourse has evolved unevenly across jurisdictions. The European Ethical 

Charter on the Use of AI in Judicial Systems [12] introduced five guiding 
principles—respect for fundamental rights, non-discrimination, data quality, 
transparency, and human control—marking the first attempt to codify normative 

standards for algorithmic adjudication. Building on this foundation, the draft EU AI 
Act classified adjudicative applications as high-risk systems subject to mandatory risk 

assessments and human-oversight mechanisms [13]. 

By contrast, the United States maintains a fragmented framework. Fazlioglu [14] 
mapped the mosaic of federal agency guidelines and state initiatives, noting the 
absence of comprehensive legislation. Kattnig [15] examined how technical 

assurances—such as dataset traceability and algorithmic auditing—might complement, 
but not replace, legal accountability. Kerry [16] highlighted the indirect role of 

privacy law, arguing that data-protection norms like minimization and purpose 
limitation function as de facto fairness safeguards. Grimm [17] advocated human-
centred design, warning that the pursuit of automation must never eclipse the human 

values that underpin justice. Nachbar [18] reframed fairness as a legal constraint—a 
boundary condition that law imposes on efficiency, rather than a quantitative metric. 

Wachter, Mittelstadt and Russell [19] pushed this argument further, contending that 
fairness cannot be fully automated because it requires contextual, value-laden 
judgment. 

Collectively, these contributions reveal that effective AI governance in law must 
integrate both technical and juridical forms of accountability. Without enforceable 
legal norms, ethics guidelines risk remaining aspirational. 

2.4 Fairness vs Efficiency 



 

The literature converges on the recognition that efficiency alone cannot legitimize 
algorithmic adjudication. Scholars across law, computer science, and public 

administration agree that procedural fairness constitutes a non-negotiable element of 
legal authority [20]– [23]. The OECD and UNESCO studies emphasize that efficiency 

gains lose meaning if they diminish the right to a fair hearing or the appearance of 
impartiality. In other words, fairness operates as the moral currency of judicial 
legitimacy. 

Raza et al. (2024) [24] provided an illustrative case study within the broader debate 

on AI ethics. Their research demonstrated that technological advancement must 
remain subordinate to privacy and human dignity, underscoring that innovation 

without ethical restraint undermines democratic governance. The same reasoning 
applies to predictive justice: algorithms that expedite decisions without safeguarding 
equality and transparency risk converting justice from a deliberative process into an 

administrative procedure. 

Thus, the existing scholarship establishes a dual imperative. First, efficiency should 
enhance, not replace, fairness. Second, fairness itself must evolve to address novel 

harms created by algorithmic immutability and opacity. These insights form the 
conceptual foundation for the theoretical and legal framework that follows. 

3. Theoretical and Legal Framework 

Legal adjudication has historically balanced two objectives: procedural fairness and 

institutional efficiency. Courts must deliver timely decisions, yet every judgment must 
also honor due process and equality before the law. The integration of machine 
learning (ML) into this equilibrium transforms not only how decisions are made but 

also how justice itself is conceptualized. 

3.1 Constitutional and Normative Foundations 

At its core, fairness in adjudication ensures that individuals receive impartial 
treatment and that similar cases are treated alike. Efficiency seeks to conserve judicial 

resources and reduce delay. Due process guarantees notice, explanation, and the 
opportunity to contest adverse decisions. Equality ensures that outcomes do not 

depend on arbitrary classifications. 

In the United States, these principles are enshrined in the Fifth and Fourteenth 
Amendments, which constrain both legislative and administrative action. In the 
European Union, the same ideals appear within the Charter of Fundamental Rights 

and the European Convention on Human Rights, particularly through Articles 6 and 
47, which protect the right to a fair trial and effective remedy. The European Court of 

Human Rights has repeatedly affirmed that efficiency cannot justify compromises in 
judicial independence or transparency. 

3.2 Algorithmic Governance and the Rule of Law 

Algorithmic governance describes the delegation of decision-making to computational 

systems that operate through data-driven logic. When such systems influence 
adjudicative outcomes, they redefine the nature of legal reasoning: rules become 



 

probabilities; precedent becomes pattern recognition. Wachter [6] highlighted that 
algorithmic classifications often become “artificially immutable,” meaning they 

cannot easily be challenged or revised. Živković and Ducato [25] similarly observed 
that these emergent categories occupy a “legal grey zone”—they shape real-world 

rights without fitting within existing anti-discrimination doctrines. 

The rule of law requires not only that decisions be predictable but also that they 
remain contestable. Transparency and accountability thus become functional 
equivalents of legality in an algorithmic environment. The NCSC guidelines [2] insist 

that judges must understand how AI tools operate, while the Council of Europe 
Charter [12] articulates transparency, contestability, and human oversight as ethical 

prerequisites for any judicial AI. These instruments collectively mark the boundary 
between lawful automation and illegitimate delegation. 

3.3 Harmonization through Transparency and Accountability 

To reconcile fairness and efficiency, predictive systems must embody three 

procedural principles: 

1. Transparency: Decisions and their underlying logic must be explainable in human 
terms, ensuring that litigants and reviewing courts can trace how outcomes are 
produced. 

2. Contestability: Individuals must have a meaningful opportunity to challenge 
algorithmic findings through review mechanisms or appeals. 

3. Accountability: Developers, operators, and deploying institutions must share 
responsibility for algorithmic outcomes, including discriminatory effects. 

Absent these safeguards, efficiency risks degenerating into what scholars’ term 
efficient injustice—a system that resolves disputes quickly but unjustly. 

4. Analysis: Algorithmic Immutability and Discriminatory Impacts 

Having established the theoretical framework, it becomes necessary to examine how 
algorithmic immutability reconfigures the structure of discrimination and due process 
in predictive adjudication. 

4.1 Defining Algorithmic Immutability 

Machine-learning models function by generating clusters from data points. These 
clusters—such as “high-risk defendant,” “low compliance probability,” or “likely 
appellant”—emerge from statistical associations, not moral reasoning. Once encoded, 

they are rarely re-evaluated. Wachter [6] described these clusters as persistent digital 
identities that travel across institutional boundaries, influencing subsequent decisions. 

Grimm [17] warned that when evidentiary inference is converted into deterministic 
classification, discretion becomes illusionary. 

Algorithmic immutability thus poses a direct threat to due process: individuals are 
judged not for their current conduct but for their predicted membership in algorithmic 

categories. 



 

4.2 Discrimination Beyond Protected Classes 

Traditional anti-discrimination law recognizes immutable traits such as race, gender, 
or religion. Yet algorithmic systems generate composite features—postal codes, 

consumption patterns, linguistic cues—that correlate with disadvantage without fitting 
legal definitions. Giannopoulos et al. [8] demonstrated that even when sensitive 

attributes are excluded from datasets, proxy variables reintroduce bias. Ho [26] 
analyzed how “neutral” datasets can entrench socio-economic segregation. 
Buolamwini and Gebru [27] empirically documented how facial-recognition systems 

exhibit intersectional error rates, disproportionately misclassifying darker-skinned 
women. 

When algorithmic clusters correlate with existing patterns of deprivation, the resulting 

discrimination is both hidden and self-reinforcing. Because individuals cannot alter 
their statistical group membership, fairness collapses into mathematical fatalism. 

4.3 Equal Protection 

The Equal Protection Clause in U.S. constitutional law prohibits state actions that 

treat similarly situated individuals differently without sufficient justification. Yet this 
doctrine presupposes identifiable groups or intent to discriminate. Algorithmic 
classifications elude both. As Bent [10] observed, traditional equal-protection 

jurisprudence lacks conceptual tools to handle statistical discrimination without intent. 
Nachbar [18] proposed that courts recognize algorithmic membership itself as a 

suspect classification requiring scrutiny. 

Such an evolution would extend equal-protection analysis to a new domain, ensuring 
that technological systems are held to the same constitutional standards as human 
decision-makers. 

4.4 Due Process and Procedural Fairness 

Procedural fairness demands that parties understand the basis of decisions that affect 
their rights. Opaque models frustrate this requirement. Grimm [17] argued that 
judicial reliance on AI tools without understanding their logic undermines reasoned 

decision-making. Administrative law traditionally requires agencies to explain the 
rationale for decisions; algorithmic adjudication should be subject to the same 

obligation. When affected individuals cannot interrogate algorithmic reasoning, 
judicial accountability becomes purely symbolic. The principle articulated in [29]—
that automated systems must provide intelligible reasons—remains the cornerstone of 

due process in the digital age. 

4.5 Transparency and Explainability 

Pasquale [9] famously termed modern data governance a “black-box society.”  
Explainable-AI initiatives [30]– [31] attempt to counter this opacity by generating 

human-interpretable explanations of algorithmic outputs. However, these explanations 
are often simplified representations that fail to capture the system’s true complexity. 

Nachbar’s notion of fairness as a legal side constraint [18] offers a better normative 
analogy: just as administrative agencies must provide a reasoned basis for decisions, 



 

algorithms used in adjudication must generate a reviewable rationale. Explainability, 
therefore, should not be viewed as a technical feature but as a legal obligation 

grounded in constitutional principles. 

4.6 Efficiency Trade-offs 

Predictive tools promise faster, cheaper, and more consistent adjudication [32]. 
However, as Sourdin [33] notes, efficiency achieved through automation can erode 

deliberation—the essence of judicial reasoning. Wachter, Mittelstadt, and Russell [19] 
caution that fairness cannot be measured through throughput metrics alone. Efficiency 

must therefore be evaluated in moral as well as quantitative terms. 

The trade-off is not inevitable: when algorithms serve as decision-support tools rather 
than decision-makers, efficiency and fairness can coexist. But without explicit 
safeguards, automation risks transforming justice into administrative processing. 

5. Comparative Perspectives: United States and European Union 

5.1 United States 

In the United States, the deployment of AI in legal adjudication occurs within a 
fragmented regulatory landscape marked by decentralized judicial administration and 
a strong tradition of constitutional review. The NCSC [2] emphasizes that while 

technological innovation can improve case management and consistency, judges must 
retain personal responsibility for decisions and cannot delegate ultimate reasoning to 

algorithmic models. U.S. courts have cautiously experimented with risk-assessment 
instruments such as COMPAS, which estimate recidivism probabilities, but these 
systems have drawn criticism for lack of transparency and potential racial bias. Equal-

protection doctrine, with its emphasis on intentional discrimination, struggles to 
accommodate structural bias generated by data-driven systems [28]. 

Scholars have noted that the United States tends to respond ex post through litigation 

rather than ex ante regulation. Bent [10] and Nachbar [18] both observe that 
constitutional jurisprudence, though robust, is reactive and case-specific. Federal 
agencies have attempted to bridge this gap through administrative guidance: the 

Office of Management and Budget (OMB) [34] and the Federal Trade Commission 
(FTC) have issued memoranda stressing transparency, non-discrimination, and 

accountability. However, these measures lack statutory enforcement. Fazlioglu [14] 
describes federal AI governance as a “patchwork of sectoral initiatives” rather than a 
coherent framework. Consequently, accountability for algorithmic error often depends 

on tort principles or agency-specific ethics codes rather than a unified legal doctrine. 

Despite these limitations, the American model offers valuable strengths. Its 
constitutional structure, centred on judicial review, allows individuals to challenge 

algorithmic decisions as violations of due process or equal protection. This capacity 
for judicial scrutiny remains an essential safeguard against arbitrary automation. The 
challenge lies in ensuring that courts have the technical competence and evidentiary 

tools to assess algorithmic reasoning without deferring excessively to technological 
authority. 



 

5.2 European Union 

The European Union has approached predictive justice through a preventive and 
rights-based regulatory framework. The European Ethical Charter on the Use of AI in 

Judicial Systems [12] laid the foundation for a distinctly European model that 
integrates human rights, fundamental freedoms, and democratic accountability. Under 

the proposed Artificial Intelligence Act [13], systems used in judicial or law-
enforcement contexts are classified as “high-risk” and must comply with strict 
requirements for data quality, documentation, and human oversight. Fabri [36] 

explains that these obligations operationalize the principle of proportionality, 
ensuring that technological efficiency does not override human rights. 

E.U. law’s flexibility stems from its reliance on fundamental rights rather than fixed 

protected classes. This allows for a broader understanding of discrimination that 
encompasses indirect and algorithmic harms. The European Data Protection 

Supervisor and the Fundamental Rights Agency [37]– [38] have issued guidance 
recognizing that algorithmic profiling can generate forms of disadvantage warranting 
legal redress even without identifiable intent. Furthermore, the General Data 

Protection Regulation (GDPR) already includes Article 22, granting individuals the 
right not to be subject to decisions based solely on automated processing. This right 

embodies a constitutional commitment to human oversight. 

The European approach, therefore, institutionalizes fairness through design. By 
embedding ex ante obligations—impact assessments, documentation, and 
auditability—the EU model prevents harm before it occurs, rather than relying on 

retrospective judicial correction. As Grimm [17] observes, this framework aligns 
technological governance with human-centred justice by ensuring that automation 

remains an aid to, not a replacement for, judicial reasoning. 

5.3 Comparative Evaluation 

Comparing the two systems reveals complementary strengths and weaknesses. The 
U.S. framework excels in constitutional rigor and judicial independence but lacks 
comprehensive pre-emptive regulation. The E.U. model, by contrast, emphasizes 

preventive oversight and fundamental-rights compliance but depends heavily on 
bureaucratic enforcement. Both share a commitment to balancing innovation with 

accountability. 

A hybrid paradigm would combine the American insistence on constitutional 
justification with the European emphasis on procedural safeguards. This synthesis—

judicial scrutiny reinforced by preventive governance—could produce a model of 
predictive justice that is both efficient and legitimate. Such integration would realize 
what Živković and Ducato [25] describe as “normative interoperability,” where 

technical and legal standards co-evolve to preserve human dignity in automated 
adjudication. 

6. Policy and Doctrinal Reforms 

6.1 Algorithmic Accountability and Auditing 



 

Effective regulation begins with transparency. Mandatory Algorithmic Impact 
Assessments (AIAs) should precede the deployment of any adjudicative AI system, 

assessing data provenance, model accuracy, bias potential, and reclassification 
stability. Dixit [40] argues that algorithmic auditing must become as routine as 

financial auditing, providing external verification of fairness metrics. Developers and 
deployers must share joint liability for discriminatory outcomes, ensuring that 
responsibility is not diluted across technical supply chains. Regular independent 

reviews should test algorithms for disparate impact, compliance with procedural 
guarantees, and evolving risk factors. 

6.2 Transparency and Human Oversight 

Transparency must extend beyond disclosure of technical architecture to encompass 

interpretability for end-users—judges, lawyers, and litigants. Kattnig [15] suggests 
that traceability and explainability constitute the minimal standard for trustworthy AI. 

Judges must retain the ability to question, reject, or reinterpret algorithmic 
recommendations. Human oversight cannot be symbolic; it must embody genuine 
discretion. The NCSC [2] and Grimm [17] insist that technological tools must remain 

subordinate to human judgment. As a corollary, judicial training programs should 
integrate technological literacy into professional ethics, enabling courts to engage 

critically with algorithmic reasoning. 

6.3 Anti-Discrimination Law for Algorithmic Groups 

Existing anti-discrimination statutes should evolve to encompass algorithmic 
classification as a legally cognizable category of disadvantage. Wachter’s theory of 
artificial immutability [6] provides the doctrinal foundation for recognizing 

algorithmic grouping as analogous to traditional immutable characteristics. Nachbar 
[18] proposes that fairness operate as a legal constraint, requiring algorithmic systems 

to justify disparities through rational objectives. Extending anti-discrimination 
protection to algorithmic groups would fill the normative void between intent-based 
and outcome-based discrimination, allowing courts to evaluate harm even when 

traditional motives are absent. 

6.4 Design for Balanced Fairness 

Algorithmic fairness must be embedded at the design stage. Zehlike et al. [7] 
demonstrate that adjustable fairness parameters can reconcile group fairness (equality 

across categories) and individual fairness (similar treatment for similar cases). 
Regulators should require continuous monitoring of fairness metrics, ensuring that 

efficiency improvements do not degrade equality. As the OECD [20] and UNESCO 
[22] reports note, fairness should not be a static property but a dynamic equilibrium 
maintained through iterative review. Fairness-by-design thereby transforms ethics 

from an aspirational value into an operational standard. 

6.5 Privacy, Data Protection, and Contestation Rights 

Data governance remains a cornerstone of fairness. Kerry [16] highlights that strong 
privacy regimes mitigate bias by restricting overcollection and ensuring dataset 

integrity. Individuals must retain rights of access, correction, and deletion—



 

safeguards that counteract algorithmic immutability. Custers [50] further emphasizes 
that transparency in data provenance is essential for accountability. Integrating 

privacy with fairness enhances both values: data protection ensures that individuals 
cannot be permanently defined by outdated or erroneous information, thereby 

preserving the possibility of legal and personal renewal. 

6.6 Institutional Governance and Judicial Training 

Courts should institutionalize oversight through dedicated AI Ethics Committees 
comprising technologists, ethicists, and jurists who review proposed deployments and 

monitor compliance. Such bodies could function analogously to judicial conduct 
boards or data-protection authorities. Training initiatives, as recommended by 
UNESCO [22] and the Council of Europe [12], should equip judges with an 

understanding of machine-learning fundamentals, bias mitigation, and interpretability 
limits. This knowledge empowers judges to interrogate algorithmic tools without 

succumbing to their authority. 

6.7 Measuring Fairness Alongside Efficiency 

Traditional judicial metrics—case clearance rates, duration, and cost—must be 
supplemented by fairness indicators such as error disparity, contestation success, and 
bias mitigation scores. Reis [32] and Sourdin [33] argue that measuring fairness 

quantitatively ensures that it remains a governance priority rather than a rhetorical 
aspiration. Incorporating fairness into judicial performance standards transforms it 

from an external ideal into an internal measure of legitimacy. 

7. Conclusion 

Predictive justice represents both a technological revolution and a constitutional test. 
Machine learning offers unprecedented capacity to process information and 

standardize decisions, but without legal reform, it threatens to replace judgment with 
automation. The central ethical tension—between fairness and efficiency—cannot be 
resolved by technology alone. It demands a normative framework rooted in 

constitutional law, human rights, and procedural ethics. 

Algorithmic immutability, as demonstrated throughout this analysis, produces new 
forms of discrimination that escape the conceptual reach of existing doctrines. Equal-

protection and due-process jurisprudence, developed for human actors, must adapt to 
encompass automated reasoning. Comparative examination reveals that the U.S. 
excels in reactive constitutional safeguards while the E.U. leads in preventive 

regulation. Harmonizing these approaches offers the most comprehensive path 
forward. 

To sustain both fairness and efficiency, the legal order must evolve along three 

trajectories: recognition, transparency, and accountability. Recognition entails 
acknowledging algorithmic group membership as a potential ground for protection; 
transparency requires explainable systems that facilitate review; and accountability 

demands joint liability among all actors in the algorithmic ecosystem. As A. Raza et 
al. [24] observe, balancing technological innovation with human dignity is not 

optional but essential to the legitimacy of AI governance. Predictive justice must 



 

therefore aspire not merely to faster resolution but to reasoned justice—an 
adjudicative process where efficiency serves the rule of law rather than subverts it. 

References  

[1] R. Re and A. Solow-Niederman, “Developing Artificially Intelligent Justice,” 

Stanford Technology Law Review, vol. 22, pp. 242–300, 2019. 

[2] National Center for State Courts, AI in the Courts: Judicial and Legal Ethics 

Issues, Williamsburg VA, 2024. 

[3] Council on Criminal Justice, The Implications of AI for Criminal Justice, 

Washington DC, 2024. 

[4] OECD, AI in Justice Administration and Access to Justice: Governing with 

Artificial Intelligence, Paris, 2022. 

[5] X. Wang, “Algorithmic Discrimination: Examining Its Types and Remedies,” 

Frontiers in Artificial Intelligence, 2024. 

[6] S. Wachter, “The Theory of Artificial Immutability,” Tulane Law Review, vol. 97, 

no. 2, pp. 149–198, 2023. 

[7] M. Zehlike, P. Hacker and E. Wiedemann, “Matching Code and Law: Achieving 

Algorithmic Fairness with Optimal Transport,” Proc. Mach. Learn. Res., 2017. 

[8] G. Giannopoulos et al., “Fairness in AI: Challenges in Bridging the Gap between 

Algorithms and Law,” arXiv 2404.19371, 2024. 

[9] F. Pasquale, The Black Box Society, Harvard University Press, 2016. 

[10] J. R. Bent, “Is Algorithmic Affirmative Action Legal?,” Georgetown Law 

Journal, vol. 108, pp. 1287–1339, 2020. 

[11] N. Schmidt and B. Stephens, “An Introduction to AI and Solutions to 

Algorithmic Discrimination,” arXiv 1911.05755, 2019. 

[12] Council of Europe, European Ethical Charter on the Use of AI in Judicial 

Systems, Strasbourg, 2018. 

[13] European Parliament and Council, Artificial Intelligence Act (Proposal 

2023/0106), Brussels, 2023. 

[14] M. Fazlioglu, “U.S. Federal AI Governance: Laws, Policies and Strategies,” 

IAPP Report, 2023. 

[15] M. Kattnig, “Assessing Trustworthy AI: Technical and Legal Perspectives,” 

Computer Law & Security Review, vol. 47, 2024. 

[16] C. F. Kerry, “How Privacy Legislation Can Help Address AI,” Brookings 



 

Institution, 2023. 

[17] P. W. Grimm, “AI in the Courts: How Worried Should We Be?,” Judicature, 

2023. 

[18] T. B. Nachbar, “Algorithmic Fairness, Algorithmic Discrimination,” Florida 

State University Law Review, 2022. 

[19] S. Wachter, B. Mittelstadt and C. Russell, “Why Fairness Cannot Be Automated,” 

arXiv 2005.05906, 2020. 

[20] OECD, Digital Justice Policy Framework, Paris, 2022. 

[21] Council of Bars and Law Societies of Europe, CCBE Recommendations on AI 

and Justice, Brussels, 2021. 

[22] UNESCO, Ethics of Artificial Intelligence in Judicial Systems, Paris, 2023. 

[23] World Economic Forum, Responsible AI for Justice Innovation, Geneva, 2022. 

[24] A. Raza, B. Munir, G. Ali, M. A. Othi and R. A. Hussain, “Balancing Privacy 

and Technological Advancement in AI: A Comprehensive Analysis of the U.S. 

Perspective,” 2024. 

[25] P. Živković and R. Ducato, “Algorithmic Discrimination: A Blueprint for Legal 

Analysis,” ECLIC, 2023. 

[26] L. Ho, “Affirmative Algorithms: Legal Grounds for Fairness as Awareness,” 

University of Chicago Law Review Online, 2021. 

[27] J. Buolamwini and T. Gebru, “Gender Shades,” Proc. Mach. Learn. Res., 2018. 

[28] U.S. Supreme Court, Washington v. Davis, 426 U.S. 229, 1976. 

[29] Administrative Conference of the United States, AI and Agency Decision-Making, 

2021. 

[30] A. Barredo Arrieta et al., “Explainable Artificial Intelligence (XAI): Concepts, 

Taxonomies, Opportunities and Challenges,” Information Fusion, vol. 58, 2020. 

[31] European Commission, Ethics Guidelines for Trustworthy AI, Brussels, 2019. 

[32] R. M. Reis, “Automation in Case Management,” Int. J. Court Admin., vol. 15, no. 

2, 2023. 

[33] M. Sourdin, Judges, AI and Judicial Decision-Making, Routledge, 2022. 

[34] U.S. Office of Management and Budget, Memorandum M-24-10: Advancing 

Governance for Agency Use of AI, Washington DC, 2024. 

[35] A. S. Patel, “Due Process and Automated Decision Systems,” Yale Journal on 

Regulation Online, 2021. 

[36] I. Fabri, “From Court Automation to E-Justice and Beyond in Europe,” Int. J. 



 

Court Admin., 2024. 

[37] European Union Agency for Fundamental Rights, Data Quality and AI Decision 

Making, Vienna, 2022. 

[38] Council of Europe, Recommendation CM/Rec(2021)1 on AI and Human Rights, 

Strasbourg, 2021. 

[39] UN Special Rapporteur on Privacy, AI and Due Process, Geneva, 2023. 

[40] A. K. Dixit, “Auditing Algorithmic Fairness in Public Administration,” Public 

Law Review, vol. 45, no. 3, 2023. 

[41] L. Edwards and M. Veale, “Slave to the Algorithm? Why a ‘Right to an 

Explanation’ Is Probably Not the Remedy You Are Looking For,” Duke Law & 

Technology Review, vol. 16, 2017. 

[42] A. Selbst and S. Barocas, “The Intuitive Appeal of Explainable Machines,” 

Fordham Law Review, vol. 87, 2018. 

[43] R. Calo, “Artificial Intelligence Policy: A Primer and Roadmap,” UCLA Law 

Review, vol. 51, 2019. 

[44] S. Mittelstadt, “Principles Alone Cannot Guarantee Ethical AI,” Nature Machine 

Intelligence, vol. 1, pp. 501–507, 2019. 

[45] D. Citron and F. Pasquale, “The Scored Society: Due Process for Automated 

Predictions,” Washington Law Review, vol. 89, 2014. 

[46] K. Crawford and T. Paglen, “Excavating AI: The Politics of Images in Machine 

Learning Training Sets,” AI & Society, vol. 35, no. 2, 2020. 

[47] M. Sourdin, “Judicial Decision Making in the Age of Artificial Intelligence,” AI 

& Society, vol. 37, 2022. 

[48] J. Burrell, “How the Machine ‘Thinks’: Understanding Opacity in Machine 

Learning Algorithms,” Big Data & Society, vol. 3, 2016. 

[49] D. Boyd and K. Crawford, “Critical Questions for Big Data,” Information, 

Communication & Society, vol. 15, no. 5, 2012. 

[50] H. Custers, “Data Protection and Machine Learning: Principles of Fairness, 

Accountability and Transparency,” Computer Law Review International, vol. 24, 

2023. 

 


